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This article describes the significance of regression analysis in business valuations in 
general and when applying the market approach in particular.  We will explain why 
regression analysis is superior to ratio analysis. 
 
Let’s assume a business appraiser is engaged by an attorney to calculate the fair market 
value (FMV) of a company for litigation purposes.  One of the valuation approaches 
applied is the market approach.  The common valuator calculates various average 
multiples from the sample data such as the mean or median Price to Gross Sales or Price 
to Earnings to determine the FMV of the subject company.  However, the appraiser has 
no information how reliable and accurate this average multiple really is.   If the attorney 
would ask him/her about the error rate, the appraiser would not have an answer.   
 
However, the appraiser should know the error rate since this is one of the four Daubert 
criteria.1   
 
The four Daubert criteria for evaluating the admissibility of expert testimony are:  
 

(1) whether the methods upon which the testimony is based are centered upon a 
testable hypothesis;  

(2) the known or potential rate of error associated with the method;  
(3) whether the method has been subject to peer review; and  
(4) whether the method is generally accepted in the relevant scientific community. 

 
The error rate is the “known or potential rate of error” associated with using the particular 
scientific technique. Most scientists generally require that this error rate be very small, 
usually between one and five percent.   
 
The error rate is crucial in evaluating the scientific validity.  If a scientist reports that he 
rejected a hypothesis without stating the level of confidence at which it was rejected, 
such a scientist has not much credibility.  Indeed, such a report would be completely 
meaningless.  
 
But how do we calculate the error rate?  How do we form a confidence interval?  And 
how do we even know whether our results are statistically significant?  The answer to 
these questions can be summarized with two words: Regression Analysis. 
 
The regression analysis is an advanced sophisticated statistical technique that can be used 
to calculate the fair market value of a business or business interest.  It measures the 
mathematical relationship between a dependent variable and one or more independent 
variables, such as selling price and revenues.   
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To better illustrate this:  Think about a scatter plot with many points scattered in it.  The 
goal of the linear regression is to fit a line through these points so that the squared 
deviations of the observed points from that line are minimized.  That’s why this is also 
referred to as Ordinary Least Squares Regression (OLS) Estimation.   

Regression for Business Valuation 
 
In business valuation, typically we are trying to measure economic dependent variables 
like fair market value, selling price, sales, etc.  Below is a list of typical dependent and 
potentially related independent variables. 
 
Data Source Dependent Var. Independent Variables 
IBA Database Selling Price Gross Rev, Discretionary Cash Flow, Geog  

Location 
Pratt’s Stats Selling Price Same, plus net inc, book value, growth 

rates in sales or profitability, stock vs. asset 
sale, etc. 

Publicly 
Traded Stocks 

Mkt Cap. Same plus perhaps more 

Subject Company Sales history Measures of national income (GNP, GDP), 
relevant commodity prices (e.g., gold 
prices for jewelry stores) 

Time Series and Cross-Sectional Analysis 
 
There are two types of regression analysis:  time series and cross-sectional analysis 
variables.  In time series analysis, we are trying to measure the effect of the passage of 
time on one company’s data, e.g., its history of sales.  Time series analysis comprises 
methods that attempt to understand such time series, often either to understand the 
underlying theory of the data points (where did they come from? what generated them?), 
or to make forecasts (predictions). 
 
Cross-sectional analysis studies the relationship between different variables at a point in 
time, for instance, the relationship between income, locality, and expenses. Unlike time 
series, cross-sectional analysis relates to how variables affect each other at the same time. 
 
Figure 1 shows a cross-sectional regression in a scatter plot with costs and expenses as a 
function of sales.   
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FIG. 1: Costs & Expenses as a Function of Revenues 
($000’s) 

 

y = 0.5917x + 141.5
R2 = 0.708
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Year 1 2 3 4 5
Revenue 750$           930$           1,120$         1,400$     1,500$     

Costs & Exp. 450$           850$           860$           870$        1,050$      
 
 

It makes sense that as sales rise, cost of sales and expenses rise.  The regression equation 
of a cross-sectional analysis has the following look: 
 
[A1] COS Exp = a + (b × Sales) 
 
The x-coefficient b is the variable costs of the business.  It is our statistical estimate that 
answers the question for every $1.00 increase in sales, how do costs and expenses 
increase?  A typical value for b is $0.00 to $.99.  If b equals $1.00, the business makes 
nothing on each new sale, and if it is greater than $1.00, the business loses money on 
each sale. 
 
Now let’s look at the y-intercept, a.  What does it mean?  It is the regression’s estimate of 
fixed costs, i.e., what are the costs and expenses the business must undertake just to open 
its doors—even if it sells nothing.  Typical components of fixed costs are rent, salaries of 
top management, depreciation on machinery, etc.   

Why is regression analysis more accurate than ratio 
analysis? 
 
Ratio analysis calculates ratios of a dependent variable to independent variables that are 
“valuation drivers”, i.e., variables that investors would consider in how much they would 
pay for the guideline companies, such as sales, earnings, and cash flow, etc.   
 
Appraisers typically calculate the mean or median Price/Sales or Price/Earnings 
multiples.  The mean and the median reflect measures of central tendency.  These are 
proxies for the most probably observation in a data set.  The mean is the arithmetic 
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average of the data set.  But means can be skewed dramatically by outliers.  The median 
is the middle of a distribution: half the scores are above the median and half are below 
the median. The median is less sensitive to extreme scores than the mean and this makes 
it a better measure than the mean for highly skewed distributions.  However, medians 
have less reliability as the size of a data set decreases.   
 
In developing a mathematical relationship between fair market value and the valuation 
drivers, regression analysis is far superior to valuation ratios whenever possible for 
several reasons. 
 

 It provides the specific mathematical relationship between fair market value and one 
or more valuation drivers.  This is the x-coefficient(s) of the independent variable(s).  
Ratio analysis is limited to one variable at a time, while regression analysis can work 
with all variables simultaneously, which is a big advantage. 

 It provides objective measurement of the strength of the explanatory power of the 
independent variables, measured by R2.  The R2 measures the percentage reduction in 
the forecast error compared to using the mean of the dependent variable.  Thus, an R2 
of 90% would mean that variation in the guideline company independent variables 
explains 90% of their variation in fair market value (the dependent variable) 
compared to using the average fair market value of the guideline companies. 

 It measures the statistical significance of the independent variables with the p-value.  
This enables us to judge how likely it is that the relationship of the independent 
variable to fair market value is a mistake due to random variation.  The p-value 
measures the probability that the true and unobservable x-coefficient is zero (or of the 
opposite sign).  The smaller this probability, the more robust is our result.  It is 
standard procedure to accept as statistically significant all variables for which p ≤ 5%, 
and many authorities routinely accept the statistical significance if p ≤ 10% and reject 
variables for which p > 10%.   

 It calculates the standard error, which measures the accuracy of the regression 
estimate.  The larger the standard error, the less sure we can be about the regression 
equation’s ability to forecast the dependent variable.  An approximate 95% 
confidence interval can be formed by doubling the standard error.  In other words, we 
can be approximately 95% sure that the true value of the dependent variable = ± 2 × 
standard error. 

 
In summary, regression analysis provides us with additional and relevant information 
about the sample data.  The regression results will tell us how reliable the data is and 
whether it has any statistical significance.  Regression Analysis produces less forecasting 
error than average multiples because it is based on the least squares regression, which 
leads to the least forecast error. 
   
But regression analysis is not just useful in calculating the FMV and the error rate, which 
is the end part of the analysis.  We can also use it very efficiently in the first part of the 
analysis, which is the elimination process of the observations.  The “standardized 
residual” is a sophisticated statistical tool to identify and remove heavy outliers in the 
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sample scientifically.  Those outliers could be the result of data entry errors.  The 
standardized residual is standardized according to a t-distribution.  A standardized 
residual of three for example would mean that the observation is three standard 
deviations above or below the mean, which could be considered to be an outlier. 

 
In reference to Daubert, the Court of Appeals affirmed the rule that expert opinion based 
on a scientific technique is inadmissible unless the technique is generally accepted as 
reliable in the relevant scientific community.2
 
Stephen Mahle, JD, Ph.D, a Daubert expert, states in his article on Econometric Issue in 
Business Litigation Expert Testimony3, that regression, done properly, qualifies under 
Daubert.  
 
Conclusion 
 
The regression does a superior job of explaining the sample than the multiples.  We 
recommend the regression analysis in addition to the ratio analysis.  This way, the 
appraiser will know how reliable the database really is and how meaningful the multiples 
really are.  This information is necessary and critical to give the correct weighting to the 
market approach in the reconciliation of FMV. 
 
As far as the error rate is concerned, the regression analysis is not only able to calculate 
it, but has less forecasting error than the mean or median multiples.  Moreover, a 
regression analysis acts as a sanity check that will surely bolster the appraisal report 
considerably. 
 
Endnotes 
 
1. http://www.daubertexpert.com/basics_daubert-v-merrel-dow.html  
 
2. The Court of Appeals affirmed this rule citing Frye v. United States, 54 App. D. C. 46, 
47, 293 F. 1013, 1014.  http://straylight.law.cornell.edu/supct/html/92-102.ZS.html  
 
3. http://www.daubertexpert.com/econometric.html#1legaview.html  
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